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Abstract—Hybrid timed Petri nets (HTPNs) are derived to study
random topology and complexity multioperational production
systems where parts of one type follow the same route to produce
a final product. Each production system is first decomposed
into a fundamental multiproductive machine, multiassembly
and multidisassembly modules, followed by derivation of their
corresponding HTPN models. The overall system HTPN model
is obtained via individual module synthesis, satisfying system
constraints. Individual module and overall HTPN models nodes
(places and transitions) are calculated. Individual module and
overall system model invariants are derived mathematically.
Performance and possible tradeoffs due to varying operational
constraints (buffer capacity, work in process, machine utilization,
backlog, etc.) are investigated through extensive simulations.
Results show the applicability of the proposed methodology and
justify its modeling power and generality.

Note to Practitioners—This paper was motivated by the problem
of analysis and performance evaluation of multioperational pro-
duction systems. In these systems, machines are not dedicated
but, at different time intervals, perform different operations. The
overall complexity of most existing Petri net modeling and analysis
approaches for production systems increases significantly with
the size and the complexity of the considered system. This paper
suggests a new general modular method for modeling, analysis,
synthesis, and performance evaluation of random topology and
complexity multioperational production systems using hybrid
timed Petri nets (HTPNs). In this, the overall model construction
is greatly simplified and its properties are easily obtained with
respect to the features of three fundamental modules. The perfor-
mance of our approach is evaluated by simulations of realistic,
in terms of assumptions, manufacturing systems. The method
presented provides a promising general use tool for studying mul-
tioperational production systems which, if appropriately modified,
may be also applied to other types of discrete event systems.

Index Terms—Complexity analysis, discrete and continuous
components, hybrid timed Petri nets (HTPNs), modules, multiop-
erational production systems, P-invariants.
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1. INTRODUCTION

YBRID dynamic systems are characterized by the exis-
H tence of nontrivial interactions between their continuous
and discrete components, reflecting two distinct types of be-
havior: one described by a continuous function with respect to
time, the other characterized by a sequential or discontinuous
nature. Continuous or discrete valued variables or signals
depend on independent variables such as (continuous or dis-
crete) time [41]. Both behaviors, continuous and discrete, are
complementary and essential to deriving the overall system
model, called the hybrid model. A hybrid model represents
simultaneously detailed evolutions of the system’s continuous
variables and the system’s functional phase sequences. Dis-
crete variables are used to describe switching or controlling
network or changing environmental states, while continuous
variables represent physical or other types of quantities, such
as temperature, processed parts, fluids, and electrical potential.
To incorporate hybrid system model unified specification,
analysis, and synthesis, several mathematical and formal ex-
pressions have been proposed, including hybrid automata,
ordinary differential equations, duration calculus, object-ori-
ented paradigms, semantic networks, task trees, the Branicky
model, and Bond-Graphs with commutation [34], [35], [41].

Hybrid Petri nets (HPNs) [30] are a viable mathematical
and graphical tool, suitable to model and study hybrid sys-
tems. HPNs are capable of modeling sequences of phases of
materials continuous flow with elementary discrete controllers
[42]. HPNs consisting of a discrete PN and a constant speed
continuous PN (CCPN) comprise a popular tool for practical
applications, since they may be used for both system simulation
and performance evaluation [21].

Multioperational production systems are considered as
hybrid systems composed of a network of machines/worksta-
tions and buffers, where machines (that fail and are repaired
randomly) may produce multiple product types at given time
periods (not in parallel). Different part types follow different
routes through the system but all parts of the same type follow
the same route in the system—they cannot be used in alternative
processes leading to different final products.

Ordinary Petri nets (OPNs) and their modifications and
extensions have been widely used for modeling discrete event
dynamic systems, production systems, and networks [2]-[8],
[10]-[14], [40], in addition to several other control policies that
have been introduced and tested [15], [17], [18], [22]-[24],
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[28], [29]. However, multioperational systems are high-volume
systems where machines dedicate different time intervals (of
their total operational time) to produce a variety of product/part
types according to their relative demand and followed pro-
duction policies. Production times are short and the number
of produced items/products are quite large. When this is the
case, OPNs are rather inefficient as an analysis and synthesis
tool. Reachability trees and graphs cannot be used in practice
because the number of reachable discrete states increases ex-
ponentially (“explodes”) and the number of events that need to
be considered for realistic system simulation is extremely large
[38]. Hence, the need to use HPNSs is justified.

HPNs are defined by combining an OPN with a continuous
Petri net (CPN) [9], [30]-[32], [51]. CPNs result from timed dis-
crete PNs by “fluidification”; that is, by relaxing the condition
that a marking is an integer vector [39]. In CPNs, tokens rep-
resent a real quantity of token fragments; this quantity unit is
called a mark. Transitions move with the velocity of token frag-
ments from the input to the output places [33]. The state space
becomes infinite, allowing continuous dynamics modeling [36].

Our previously reported research studied the scheduling of
single/multiple-part-type and re-entrant-dedicated production
systems and networks of random topology and complexity
[15], [17], [18]; it also provided a step-by-step methodology
using t-timed ordinary modular PNs for studying such random
topology-dedicated production systems [26].

The research work reported in this paper presents a novel
general framework for modeling, analysis, synthesis, and per-
formance evaluation of multioperational random topology and
complexity production systems (single- or multiple-part-type or
cyclically scheduled, with finite or infinite buffers), using hybrid
timed Petri nets (HTPNs). The HTPNs introduced in this paper
are an enhancement of the ones introduced in [16]; they consist
of a discrete part modeled by a t-timed PN (TPN) and a CPN
modeled by a constant speed continuous PN (CCPN). The main
CCPN analysis tool is the evolution graph [1], [9], [30].

After introducing the three fundamental subsystems that
are of general use in any system under study, for any random
topology, and complexity multioperational production system,
the following are accomplished.

e Production system decomposition—analysis: The mul-
tioperational production system is decomposed into
three sets of modules, corresponding to multiproductive
machine, multiassembly module, and multidisassembly
module. Their respective HTPN models are derived.

e Production system composition—synthesis: The overall
multioperational production system HTPN model is ob-
tained via synthesis of the component models consid-
ering component connectivity and complexity: Compo-
nent connectivity is determined by the system topology
and module characteristics demonstrated by PN places
fusion at the respective module connecting points. Com-
ponent complexity and overall system complexity is de-
termined by calculating the number of the HTPN module
nodes and the overall multioperational system nodes. The
overall HTPN models nodes are calculated with respect
to the nodes of the used fundamental modules and places

fusion, taking place at modules connection points. Also,
the number as well as the form of the overall systems
P-invariants is calculated with respect to the respective
quantities of the fundamental subsystems.

*  Production system constraints are considered in terms of
the individual HTPN module as well as the overall model
continuous and discrete invariants. This is carried out
even for fused places where the exact determination/cal-
culation of buffer capacities is essential to performance
evaluation.

e  Production system performance evaluation is achieved
through simulations of a system’s HTPN model. Buffer
levels, machine utilization (up and downtime, idletime),
production rates, cycle times, and overall production
time are calculated and, if necessary, modified based on
specifications and constraints. Simulations are carried
out using the Visual Object Net software package [20],
[37].

The most important contribution of the reported research
to the best of the authors’ knowledge is its originality since it
is the first comprehensive effort to use HTPNs for creating a
well-defined framework for detailed and systematic study of
generalized production systems providing, at the same time,
a justifiable mathematical foundation for HTPN-generalized
invariant calculation. Another major contribution concerns the
generalization of the methodology presented in [25] and [26]
that makes it applicable to any dedicated and multioperational
production system. Also, only three fundamental subsystems
are necessary to represent in order to construct the HTPN
model of any multioperation production system independently
of its complexity. Additional contributions are that the HTPN’s
based system modeling, analysis, synthesis, and performance
evaluation are independent of the original system architecture,
topology, and structure; system analysis and synthesis is ac-
complished in terms of the fundamental HTPN modules; the
system’s complexity is easily obtained since the calculation of
the overall HTPN system nodes and the derivation of the HTPN
model invariants are done in general (theoretically) without
considering a specific topology system; there is no limitation
on the production system number of machines that compose the
total net or topology, while buffer capacity may be considered
to be either finite or infinite; the overall system properties may
be calculated with respect to the respective properties of the
fundamental HTPN modules models; and the fundamental
modules models are simple, based in realistic assumptions,
easily applied, and understandable.

A. Related Work

The use of CPNs and HPNSs in applications related to man-
ufacturing systems is still rather limited. A review of the most
important relative literature follows. In [40], first-order HPNs
(FOHPNSs), a variation of timed HPNS, is used to study the
first-order continuous behavior of hybrid systems by using
linear algebraic tools. In particular, FOHPNs model a manu-
facturing system, demonstrating how system control can be
viewed as a conflict resolution policy that aims at optimizing
a given objective function (e.g., production rate, machines
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use). This is accomplished by solving a linear programming
problem and computing an admissible instantaneous firing
speeds vector. Use of linear algebra enables the performance
of sensitivity analysis in order to study how optimal solutions
change according to changes of the given linear problem [per-
turbations of the elements of the linear programming problem
(LPP)]. The whole method is applied to manufacturing systems,
modeled with FOHPNs. Machines are presented by continuous
transitions, buffers by continuous places, while machine fail-
ures are presented as couples of discrete transitions. Multiclass
machines, whose overall production rate is bounded, are con-
sidered by using two distinct transitions, one for each type of
process.

In [43], FOHPNSs and the instant firing speed vector calcula-
tion are introduced. Then, a simulation algorithm is provided to
determine the state vector at the beginning of each macro-period
of net’s operation. A job-shop FOHPN model consisting of four
machines, an assembly station, and seven buffers that finally
produce two types of products is implemented using the multi-
class machine, machine failure, and buffer models described in
[40]. The proposed simulation algorithm is applied in order to
compute the state vectors maximizing system throughput while
minimizing the number of input parts during four macro-pe-
riods.

In [9], Petri net variations (ordinary, continuous, hybrid,
and colored PNis) are introduced and their main properties and
analysis tools are presented with applications examples. Then,
Grafcet, a tool designed to represent logic controllers with
the use of Boolean algebra is also introduced. A Grafcet is a
graph having two types of nodes, steps, and transitions that is
inspired by Petri nets with some differences. The main goal of
the book is to introduce formally all of the described PN types
and Grafcet and to define formally their features.

In [38], HPNs are used for modeling and simulation of large-
scale semiconductor manufacturing systems. A Motorola plant
workshop characterized by high throughput and a unique com-
ponents routing is modeled and simulated using SIRPHYCO
software. A general HPN model represents the majority of the
system’s machines. Only the furnace is represented by a dif-
ferent HPN model. Machines are reliable and may be in two
states, assigned, or idle, while buffers are represented by con-
tinuous places. The furnace that is used for electronic compo-
nents heat treatment can be seen as a server that has two states.
The overall model is simulated for given values and the average
buffer levels and machine’s throughputs are calculated.

In [21], HPNs are combined with hybrid automata. The hy-
brid system under study is modeled with HPNs and then using
an appropriate algorithm, the hybrid automaton that models
the net’s behavior is constructed for qualitative analysis of the
system. The hybrid automaton is used as an alternative to the
evolution graph to describe the net’s behavior. It is stated that
the proposed method can be applied only to HPNs with periodic
functioning. The method is applied to a compact version of the
Motorola plant described in [38]. Using the automaton mean
marking of net’s places, the mean firing frequencies of D-tran-
sitions and mean sojourn times in D-places are computed,
and these results are validated with simulations of the system
performed with SIRPHYCO.

In [36], a modification of HPNs is proposed where firing
speeds can be functions of continuous net places markings. Hy-
brid dynamic nets (HDNs) are then combined with an object-
oriented paradigm and then applied to model a hybrid manufac-
turing system, consisting of three basic subsystems: robot, com-
parator, and conveyor. Individual three-layer subsystems models
are created and then combined together to form a manufacturing
system’s model that is simulated.

In [32], the main features of CPNs with variable speeds are
introduced. Then, they are used to model the transient behavior
of manufacturing lines. A manufacturing line consisting of two
machines (two places and two transitions represents two buffers
and two machines) and for a given initial marking evolution of
the internal systems buffer is illustrated.

In [47], CPNs are used to model large series assembly work-
shops in which the final machine is a mono-input mono-output
one. This work is concerned with the feedback control design
of such systems. In particular, the average production frequen-
cies of the machines are corrected according to the upstream
and downstream buffers content to obtain the desired quantities
of parts in the output buffers. Three alternative control laws are
proposed, a bang-bang, a proportional, and a combinational one
and, as an example, an open manufacturing line consisting of
three machines and four buffers is considered and marking and
speed evolutions of the net are presented. In [48], CPNs model
production systems whose production frequencies are estimated
from approximation of the firing speeds when they are not di-
rectly measurable from buffers content. A case study of a ma-
chine workshop of a car factory using the models introduced in
[47] is presented.

The rest of the paper is organized as follows: Section II
presents information related to the multioperational system
fundamental modules summarizing functionality issues. Sec-
tion III refers to hybrid PN fundamentals and derives the HTPN
system modules. Section IV refers to a modules synthesis
procedure, while a case study production system is analyzed
and simulated in Section V. In Section VI, some significant
issues are discussed while Section VII concludes the paper.
Table I presents the nomenclature used in this paper.

II. MULTIOPERATIONAL PRODUCTION SYSTEM MODULES

Nondedicated, multioperational production systems consist
of multioperational machines with known production and de-
mand rates for every part type they process. Machines divide
their time to coordinate different items production, satisfying
system constraints. System components interaction, sequence
of operations, the operations performed in each machine, and
job control or order flow through a system with a given struc-
ture need to be determined accordingly [45], [46].

Multioperational production systems may be found in the lit-
erature with a variety of names. In [43], they are referred to
as multiclass systems and are modeled using FOHPNs while,
in [45], machines of this type are referred to as multiproduct
machines and are modeled and analyzed using semi-Markov
models and their control is optimized using Markov renewal
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TABLE 1
NOMENCLATURE
Symbol Explanation
(O)PN (Ordinary) Petri Net
TPN Timed Petri Net
(C)CPN (Constant Speed) Continuous Petri Net
H(T)PN Hybrid (Timed) Petri Net
WIP Work-in-process
DEDS Discrete event dynamic system(s)
Wi Arc weight from node i to node j
P Set of places
Py P. Subset of discrete, continuous places
T Set of transitions
T, T, Subset of discrete, continuous transitions
1 Set of input arcs (to transitions)
o Set of output arcs (from _transitions)
vV Set of vertices
D/C Discrete / Continuous node
h Hybrid function, type of every node (D or C)
t Maximum firing speed (C-transitions) or
delay (D- transitions)
Vi Maximum firing speed of C transition j
v; Instantaneous firing speed
Nor N Set of nonnegative integers
Ror R Set of real numbers
ni(t) Number of firings of D-transition i in (0,t)
my, Mg m; Initial, final marking, marking i
mypy) Number of tokens in place i in marking j
my, M, Discrete, continuous part of the marking
R(my,R(m,) | Reachability set of marking i, initial marking

np; Number of product types processed by multi-
productive machine i.

Nain, Mg Multi assembly i input, output buffer number

S Number of parts participating in assemblies
of multi assembly module i

qi Number of non valid combinations of raw
material (from the possible) in module i

Npin, Npiz Number of input, output buffers of multi
disassembly i

dj Number of disassembly of jlh initial part in
module i, products

/4 Incidence matrix

k Upper bound of tokens found in a place

ki Number of parts preserved in set of places
forming P-invariant i

S Transition firing sequence

B, B, By Buffer i, upstream buffer, downstream buffer

M; Machine j

bji, b Level of upstream, downstream buffer

C; Capacity of buffer i

¥ Arc weight (equal to final buffer i capacity)

n; Number of multi-productive machines in the
overall system

n, Number of multi-assembly modules in the
overall system

n; Number of multi-disassembly modules in the
overall system

ny Number of systems (external) input places

ns Number of nets output places (final buffers)

d, Number of machines of the overall system

d, Number of total system’s P-invariants that
refer to machine’s mutually exclusive states

X (n, x 1) nonnegative integer vector

Y (n, x 1) nonnegative integer vector

Dii Fused place arising from fusion of places i, j

a Constant between zero and a maximum value

programming. Representative applications are found in automo-
tive manufacturing companies, mainly to metal stamping and
forming activities [45].
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Fig. 1.  Multioperational production systems fundamental modules. (a)
Generalized multiproductive machine. (b) Generalized multiassembly machine
module. (c) Generalized multidisassembly machine module.

Three fundamental modules are derived and are shown in
Fig. 1. Circles (rectangles) represent buffers (machines), respec-
tively. These modules, when connected to each other, represent
manufacturing networks of various layouts.

A module is a fundamental subsystem with a set of input and
output connection arcs defining interactions with other modules
and a set of internal discrete and continuous relations that define
the module’s internal hybrid state. Bold rotating arcs represent a
module’s “modification basis” demonstrating how unprocessed
parts enter machines and how they are removed when processed.
They rotate to connect the appropriate fixed input-output buffer
combinations. Rotating arcs indicate that machines are not ded-
icated but at given time periods, they produce different product
types.

In the multiproductive machine module, there is one input
and one output bold arc. Machine M; receives parts from one
of the (nyp;) upstream buffers Bj,; and after processing, sends
products to the respective downstream buffer By, (n,; output
buffers exist). In the multiassembly module, the machine ob-
tains parts from two or more from the (n 4;1) upstream buffers,
assembles them to form a single product, and sends it to one
from the (m4;2) downstream buffer Bj;,,,. The multiassembly
module performs ny4;o different types of assemblies and has
multiple input and one output bold arcs. In a multidisassembly
module, there is one input and multiple output bold arc. Machine
M; receives unfinished parts from one of the (np;1) upstream
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buffers Bj,;, separates them, and sends products to a number
of the (np;2) output buffers. In multidisassembly, not all disas-
semblies produce the same number of products.

III. FUNDAMENTAL MODULES HYBRID PETRI NET MODELS

A. Hybrid Petri Net Fundamentals

An OPN is defined as PN = {P, T, 1,0, mg}, where P =
{p1,p2..-pnp} is a finite set of places, T' = {t1,t2,...,tns}
is a finite set of transitions, P U T = V with V the set of
vertices, I : (PzT) — N and O : (PzT) — N the input and
output functions with N a set of non-negative integers, and my
the PN initial marking described by tokens residing in places.
A t-timed Petri net (TPN) results from the corresponding OPN
by associating with each transition ¢; a firing delay that may
be constant or follow a given distribution, defined as TPN =
{P,T,I,0,mq, D} with D representing time delay, a function
from the set of non-negative real numbers {0, R} [44].

HPNs are defined in detail in [1], [9], [30], and [51]. An
HTPN is described by HTPN = {P,T,1,0,h,7,mg} [21].
P is partitioned in subsets of continuous P. and discrete places
Py, such that P.U P; = P and P.N Py = (). T is also par-
titioned in continuous 7, and discrete T; transitions such that
T.UTy=T,T.nT; =0, PNT =§. I and O

I:{deT_>N NON

PyxT — N
P.aT — IRE)" ’

P.aT — IRE)"

are the preincidence and postincidence mappings specifying
arcs. The set of arcs A is partitioned into two subsets of stan-
dard and inhibitor arcs. An inhibitor arc of weight r from a
place P; to a transition T allows the firing of T only if the
marking of F; is less than 7. For all t; € T,, p; € P; connected
with standard arcs, I(p;,t;) = O(pi,t;) must be verified. The
hybrid function h : P UT — {D,C} indicates whether a
place and/or transition is discrete or continuous. 7 : T — R™T
associates with each transition a positive real number. For
discrete transitions, the associated number corresponds to a
time delay d;, while continuous transitions are associated
with maximal firing speeds V; = 1/d;. The D places initial
marking are positive or null integers, while that of C places are
positive or null real numbers. The marking and speed vector
define completely the state of a CCPN. In HTPNs, for sets
I and O, if p; and t; are a discrete place and a continuous
transition (h(p;) = D, h(t;) = C), then I(p;,t;) = O(pi,t;)
must be verified. This condition states that an arc joining a C'
transition to a D place demands the existence of the reciprocal
arc and ensures the preservation of the integral character of
discrete marking (marking of discrete places remains integer
valued and cannot be modified by the firing of a continuous
transition). Input and output places of discrete transitions can
be continuous or discrete without restriction [19]. Generally, a
discrete transition may have either discrete or continuous input
and output places.

With regards to transition enabling and firing, a discrete tran-
sition ¢ is enabled if every input place p; to this transition meets

the condition m(p;) > I(p;,t;). A continuous transition ¢; is
enabled if every input place meets the following conditions: 1)
pi is a discrete place m(p;) > I(p;,t;), or 2) p; is a contin-
uous place. In this case, there are two alternatives i) m(p;) > 0
or ii) p; is fed—p; has a zero marking but it is supplied with
the difference of the input flow less the output flow. The output
transition is fired even if the marking of the place is instanta-
neously zero. An enabled continuous transition is strongly en-
abled if m(p;) > 0 for every continuous input place p;; it is
weakly enabled otherwise.

Priorities are defined between continuous and discrete tran-
sitions for conflict cases. If there is a conflict between a dis-
crete and a continuous transition, the discrete transition has pri-
ority over the continuous one. In case of conflict between several
continuous transitions with a common empty continuous input
place, any solution such that the sum of instantaneous firing
speed of transitions feeding the place minus the sum of instan-
taneous firing speeds of transitions emptying the place is equal
to 0 is admissible. When a common input place is discrete and
contains a token, any solution such that Z?:l(vj /Vj) = lis
admissible (« is the number of output transitions of the common
place). The HTPN marking at time ¢ reached from mg after
firing a sequence of transitions S is m(t) = mo + W * (n(t) +
/, f:o v(u) * du), where W is the incidence matrix, n(t) is the
number of times each D transition has fired between the initial
time and time ¢, and v(¢) is the instantaneous firing speeds asso-
ciated with C' transitions at time ¢. This equation separates the
discrete evolution from the continuous one and represents a tra-
jectory in the marking space [9], [38].

A vector X of R™» is a P-invariant if X7 « W = 0. A vector
Y of R™ is a T-invariant if W x Y = 0 [9]. The existence
of P- invariants express a notion of token conservation in sets
of places for all reachable markings without enumeration of the
reachability set, while T-invariants are a necessary condition for
a periodical functioning of an HTPN.

Most HTPN properties are the same with the corresponding
OPN properties; however, in some cases, continuous variables
require appropriate adaptation to accommodate such features.

Given an HTPN, continuous places are drawn with double
circles

O

discrete places as simple circles

O

continuous transitions are represented with double bars

Il

discrete transitions as simple bars. Immediate transitions are
black bars

and timed as empty bars
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In discrete places, tokens are shown as small black circles, while
for continuous places, the number of tokens “residing” in each
place is shown. Standard arcs are drawn as usual (—) while
inhibitors are represented by arcs whose end is marked with a
small circle (—o).

HTPN behavior remains an event-driven model, although it
contains a continuous functioning [9], [21]. Changes are de-
scribed by the occurrence of three kinds of events. i) firing of a
discrete transition according to a given time structure; ii) emp-
tying of a continuous place; and iii) marking of a continuous
place that is input to a discrete transition reaches a value equal
to the weight of the arc between the place and the transition. An
event of this kind modifies neither the markings of the D places
nor the firing speeds of the C transitions but only the enabling
conditions of discrete transitions. The state of an HTPN is de-
fined by markings and residual reservation times for reserved
markings. Since it is difficult to enumerate all of the reachable
states, the evolution graph of an HTPN is represented by nodes
corresponding to invariant behavior states (IB states). The IB
state of an HTPN corresponds to a time period such that the
marking of the discrete part my remains constant; the instanta-
neous speed vector v, of the C' transitions is constant; the set
of D transition enabling is constant, and when the IB state is
reached, m. always has the same value.

B. HTPN Modules Fundamentals

Modules are derived based on realistic assumptions: 1)
buffers have finite capacities and they are dedicated (one type
of product is found in each buffer); 2) machines operate at
given speeds that are redefined at specific moments according
to events taking place; 3) machine breakdowns happen infin-
itely often; and 4) each machine changes the type of product
produced at given time moments according to specific criteria
after the selection of the appropriate machine setup.

The parts transfer to machines and machine setup after the
changes of a produced part-type event are represented by timed
transitions or continuous transitions with a given speed. When
machine breakdowns occur, there is an immediate interruption
of the process implemented at that time in the machine.

Tokens are shown for demonstration purposes. All transition
input and output arc weights are equal to one except the ones
leading to redefinition of the performed process type. Con-
tinuous places describe resource availability; discrete places
correspond to discrete system states; discrete transitions de-
scribe state changes; and continuous transitions correspond
to the speed of continuous events (e.g., operations). The dis-
crete part may be considered as a type of “controller” that in
given time moments redefines the product type manufactured
with respect to specific predefined criteria (minimization of
work-in-process (WIP), first-in—first-out (FIFO), buffer ca-
pacities, etc.), while the continuous part describes processes
followed in the production phase that transform raw materials
to final products. Discrete states are “configurations” of the
process in a qualitative model used to change the control policy
that is based on a continuous model.
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Fig. 3. Multiassembly machine module HTPN model.

C. Modules HTPN Models and Invariant Calculation

Multiproductive systems modules HTPN models are shown
in Figs. 2—4. Table II explains the meaning of fundamental mod-
ules HTPN models’ places and transitions.

The multiproductive machine module refers to a machine
performing n,,; process types, each corresponding to a different
incoming part. The discrete part of the net is modeled so that
it is not possible for a machine to produce in parallel product
types from different raw materials (this practically means that
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Fig. 4. Multidisassembly machine module HTPN model.

two continuous transitions of a module never fire concurrently).
Net’s discrete part has one token defining at each time instant
its state (type of process performed, machine operational, and
ready to produce or out of order). Place p; represents ma-
chine operational and ready to produce (waiting to define next
process) and is connected with places p3 — p,, p; 42 representing
process types performed. po represents a machine out of order
and all net’s discrete places representing process types are con-
nected to it. When the machine is repaired after a breakdown,
the process performed is not always the same as before; hence,
p1 is connected through timed transitions to all of the process
types. After the repair of a breakdown, there is a structural
conflict as all part types can be theoretically produced, but in
fact, only one is produced at each time instant. This conflict
is resolved with respect to system quantities (e.g., number of
tokens in input buffers) and assigned priorities. In the net’s
continuous part, three continuous places for each process type
represent initial buffers, parts at a machine for process, and
final product buffers.

When all parts of a type have been processed or a final buffer
reaches its maximum capacity, the process performed has to
change in order not to lose time and production capabilities. The
first event happens through transitions f2.,pit2 — t34nPit1-
These are connected with places representing process types
and through inhibitor arcs with initial buffers and places rep-
resenting parts at machines, so that as soon as all parts of a
type have been processed, no firing of these transitions can take
place, and lead token to p; to redefine the process performed.
The second event happens through ¢3., pit2 — taxnpi+1 that are
also connected with places representing process types and with
pairs of arcs of weight y; with final buffers (y; is equal to the
maximum capacity of the respective final buffer). Transitions
tasnPi+2 — ts«npit1 are connected with initial buffers and with
pairs of arcs with process types places in order to represent parts

TABLE 1II
FUNDAMENTAL HTPN MODULES NODES (P AND T) MEANINGS

Node | \ioge Model Meaning
type
Machine operational and read;
128 All models {0 process P Y
)2 All models Machine out of order
Py Py= P s P'roductive, Machine setup for type ;- n
1 disassembly parts
Machine setup for type j—p
Ps =Py, ,+2 Assembly Az
parts
Productive,
Pn 437 Pans2 disassembl.
Y | Initial parts buffers
pnm ,+3 - pnﬂ’ +npia+2 Assembly
Productive, | Type I—n  part process
Dan +3 = Pin +2 . i
i i disassembly completed
P - -
Payingss ™ Poyimzs | Assembly Type | n, assembly completed
Psny+3 = Pany+2 |Productive
Doy sanyy3 ™ Pyran, 42 | Assembly Final product buffers
D3y +3 ™ Py ny,+2 | Disassembly
f o=t Productive, | Set machine for ;_ n, type
! " disassembly | process
Set machine for j—p, type
L Nags Assembly Az
' process
Productive,
t"' ! disassembl
Y_| Breakdown repair
g, +1 Assembly
¢ ¢ Productive, | Machine  breakdown  while
. n,+2 2n;+1 disassembly performing I-n type process
S PR Machine  breakdown _ while
na,+2 ~ L2na, 1 | Assembly performing J—p, = type assembly
¢ —t Productive, | Finish of ;_p type initial
2n, +2 3n;+1 disassembl !
1sassemoly | parts - change process type
Finish of j—p . type initial
Lona ,+2 Liun,+1 |Assembly i2
! parts -change assembly type
t —t Productive,
dngr2 TAm+l | Gisassembly | Final buffer for type n; products
is full - change process t;
t3nAl2+2 “Lina,+1 |Assembly gep ype
t —t Productive, | Process part
4n. +2 Sn;+1 .
i disassembly
Lina, =2 = Usua,+1 |Assembly Perform assembly /—,
I t —t Productive,
Sn.+2 6n;+1 . .
i disassembly | Move product from machine to
output buffer
IW‘,»; +2 "Tou, 41 |Asscmbly P

supply at the machine. Finally, pairs of arcs connect process
types places with process transitions since the process of a type
in a machine has to stop when the net’s state has changed.

The multiassembly module performs assemblies consisting
of combinations of different numbers of initial parts, from two
ton 441 = number of initial parts. Multiple parts of a type never
participate in an assembly. The HTPN model has the same basic
features with multiproductive machine module model. Its dis-
crete part has one token since each possible assembly is repre-
sented by a place. Not all theoretical assemblies have a practical
meaning; nonvalid assemblies are excluded. Moreover, parts re-
sulting in a nonvalid assembly are never supplied concurrently
to a machine. In nonvalid assemblies, the continuous transition
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describing their performance has zero firing speed, meaning that
no token flow takes place. Final buffers of nonvalid assemblies
have zero capacities (inhibitor arcs may alternatively be used to
prohibit firing of the transitions). All discrete place capacities
are equal to one. At different times

NA;
_ NA;,
NaAi, = E —q
=y si(na,, — si)

types of assembly are performed (¢g; > 0 is the number of non-
valid assemblies). Each part type participates at most in

nA;i
- (nAil - 1)
C1 =
' Z: (si = D)(na,, —s:)

different types of assemblies. Arc connections are the respective
ones described for the multiproductive machine.

A multidisassembly module is very similar to the multipro-
ductive machine module. The main difference is that each initial
partis disassembled in multiple final products (two or more final
items are produced from the disassembly of one initial part).
The most general case of the multidisassembly module is con-
sidered. In this, in each one of the np,, > 2 processes per-
formed d;;, different product types are produced (d;; > 2,5 =
1,...,np,, ). For each product, a different output buffer exists.
The overall output buffers number is np,, = ZZD“ dii,. The
number of tokens in the net’s discrete part remains constant and
equal to one; capacities of all discrete places are equal to one.

Considering the HTPN modules shown in Figs. 2—4 with
any finite initial marking mg, one may observe that 1) conflicts
exist in their discrete net part since machines are not dedicated
and produce multiple product types. Such conflicts are resolved
during simulation by assigning priorities for the operational
period. Conflict exists between parts process and machine
breakdown and between different process types performance
when a machine is operational and ready to process. The first
type of conflict is easily resolved since the occurrence of a
machine breakdown is not continuous and when the discrete
transition leading to machine breakdown is enabled, it has the
highest priority. In the second case, each time decision is made
according to net status between the part types that are available
in the input buffers. 2) As long as there is parts availability
in the input buffer(s), operations continue until a breakdown
occurs. 3) Modules are not generally live. No deadlock occurs
in their discrete part as there is parts availability—each tran-
sition has only one preceding place and there is always one
token in the discrete part of the net (discrete part reaches a
steady state—machine ready to process—as soon as the entire
initial parts process has ended). The continuous parts of the
nets are also not generally live. They remain live as long as
parts in some of the initial buffers have not been exhausted.
The initial parts in buffers define the duration that the net
remains live. 4) All modules are k-bounded. The absence of
self-loops in combination with the fact that modules are totally
covered by P-invariants ensuring token preservation, guarantees
k-boundedness. 5) Only the multiproductive machine module
is conservative. The multiassembly module uses multiple parts
for the production of one product, while the multidisassembly
module produces multiple products from one initial part. Thus,

they have at least one nonconservative continuous transition
for each product type). 6) All modules are nonpersistent due to
the existence of conflict transitions in the discrete parts of their
nets. Further, in the multiassembly machine module, there is
an additional conflict in the continuous part since some initial
parts types may participate in different products. 7) Token
preservation and the machine mutually exclusive states are
described by the respective P-invariants. 8) Modules are not
repetitive and not consistent—there are no repetitive sequences
of transitions whose firing results in the initial marking or in
the periodic appearance of a restricted number of markings.
Thus, there are no T-invariants.

The upper limit of tokens that may be found concurrently in
continuous net places is defined with respect to initial markings
mo(p) and place capacities Cj.

For the multiproductive machine module, this upper limit is

X 2Pt {F;p} where

max;_ nm+3

Fjp = min {max {Cj7 Oj+an y Oj+2np1 } s
mo(p;) + mo (Pj+np,) + M0 (Dj+ony,) } -

To calculate F); p, the three places representing final and ini-
tial buffers and the machine for each product type are consid-
ered, and their initial tokens are added. This number is com-
pared to the maximum of the capacities of these places and the
minimum of the two values is calculated. The maximum calcu-
lated F;p is the upper limit of tokens found in the net.

The respective quantities for multiassembly and multidisas-
sembly modules are calculated by similar equations that are
omitted due to space limitations. The main differences are that in
multiassembly, all of the input buffers contain raw materials for
each assembly while in multidisassembly, the d;; final product
buffers of each initial part are taken into account in the equa-
tion. Calculations of these quantities ensure the k-boundedness
of fundamental modules and production systems.

Fundamental modules P-invariants are derived as a function
of the number of processes performed in each machine, the
number of input parts in each assembly, the number of parts
produced by each disassembly, and the number of allowed raw
material combinations in assemblies. Each module’s structural
complexity (number of nodes) is also derived.

The multiproductive machine module has (np; + 1) P-invari-
ants. One P-invariant refers to the mutually exclusive states of
the machine; n,; states correspond to the machine setups for
the different processes performed, one refers to machine break-
down, and one to machine being operational and ready to pro-
duce. The other P-invariants refer to the preservation of tokens
(parts) within the system, where k;,7 = 1,...,np; is the initial
sum of tokens in the respective set of places. The P-invariants
are

m(p1) + m(p2) + - - + m(Pupit1) + M(Pnpit2) =1
Mm(Pnpits) + M(Panpits) + M(Psnpits) = ki
m(pnpita) + M(P2npiva) + M(P3npiza) = k2

m(panpit1) + M(P3nprit1) + M(Panpit1) = knpi—1
m(penpit2) + M(Psnrit2) + M(Panpt2) = kapi-
The first P-invariant refers to the discrete part of the net, while
the remaining n,,; refers to the continuous one. In the discrete
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part of the net (Fig. 2), the n,,; places corresponding to the ma-
chine setups must be connected with the place representing ma-
chine operational, be ready to produce both directions, and must
also be connected with the place representing machine break-
down since breakdowns may happen at any net state.

The multiassembly machine module has (n 4,1 + 1) P-invari-
ants. One refers to the discrete part of the net describing the mu-
tually exclusive machine states (n 4,2 states represent machine
setups for different assembly types, one refers to machine break-
down, and one to the machine being operational and ready to
produce). The other P-invariants refer to the continuous part of
the net, describing tokens preservation for each initial part type
within the system. In these, k;,7 = 1, ..., n .44 is the initial sum
of tokens in the respective set of places. Each such invariant con-
sists of two places representing the initial buffer and ¢ type of
parts entering the machine, and by cy; places representing final
buffers in which products whose initial part is the component
with

nA;;

021‘,§61=Z

S =2

(nAn - 1)
(5i = 1)(na, —si)

The equality stands when all of the assemblies in which the ini-
tial part ¢ participates are valid. Letting m(pn 4,1 +2n 4,043) =
Aty oo sm(Dna,+3n4im+2) = Apn,,, the P-invariants of the
multiassembly machine module are

m(p1) +m(p2) + -+ m(praizy1) + M(Pnaizge) = 1
M(PrnAt3) + M(Pna, +nants) + Al
+Axg+ Ay 1+ A, =k
M(PrAist+a) + M(Pras+nan+a) + A1
+As+ A+ -+ A, F A = ke

m(pnAil+nAi2+2) + m(pnAi1+2nAi2+2) + An44i2702n‘4i1 +oe
+ AnAi2—1 + AnAiZ = knAil.

The multidisassembly machine module has (np;2 + 1) P-in-
variants. The first P-invariant refers to the mutually exclusive
machine states (np;; states represent the different types of
disassemblies, one refers to machine breakdown, and one to
the machine being operational and ready to produce). The
remaining invariants refer to token preservation within the
system with k; ¢ = 1,...,np;o the initial sum of tokens in the
respective set of places. Each d;; P-invariant refers to the same
initial buffer and part types in a machine with the final buffer
only being different. The P-invariants are

m(p1) + m(p2) + - -+ m(Pupit+1) + M(Prpit+2) =1
Mm(Prpi1+3) + M(P2npi1+3) + M(Psnpit+3) = k1
Mm(pnpi1+3) + M(P2npit+3) + M(Psnpit+a) = ko

m(Pnpi1+3) + M(Panpi1+3) + M(P3npit+2+di1) = kait
M(Pnpi1+a) + M(D2npi1+4) + M(P3nDi1+3+di1) = Kdil+1
M(PnDit+a) + M(P2nDi1+4) + M(P3nDit+atdil) = Kai1+2

TABLE III
HTPN MODULES NODE COMPLEXITY
Model Node type | Nodes number
DP npi+2
Multi-productive Dr 4npi+l
machine CP 3np;
CT 2npi
DpP Naiz+2
DT Ingin+1
Multi-Assembly
CP nair+2n42
CT 2n4i2
DP npij+2
Multi- DT 4npi;+1
Disassembly CP 2npi+npi
CcT 2npij

m(Prpi1+a) + M(P2nDi1+4)

+ m(p3nDi1+2+di1++di2) = kdil+di2

m(panpit+2) + M(P3nDi1+2)

+ M(P3nDil4nDi2+3—dinpyn ) = knDi2—din iy +1

m(panpi1y2) + Mm(P3nDi1y2)

+ m(p3nDi14nDi2) = knpiz—1
m(panpit+2) + M(P3npi1+2)

+ m(p3nDi1tnDi2+1) = knDi2-

From the above P-invariants, the first refers to the net’s dis-
crete part while the remaining n p;o * d; refer to the continuous
one.

The HTPN module complexity is shown in Table III. The
number of discrete places for all modules is equal to the number
of processes performed in the machine, increased by two (ma-
chine breakdown and machine operational and ready to pro-
duce). The number of discrete transitions is also common for
all modules and is equal to the number of processes multiplied
with four and increased by one. The continuous nodes numbers
of the modules are also calculated with respect to the numbers
of the corresponding input and output buffers of the modules.

IV. HTPN MODULE SYNTHESIS

Module synthesis may be more easily understood once
systems P-invariants are derived. Therefore, given a production
system, P-invariants are theoretically calculated at first as a
function of the modules, followed by synthesis rule justifica-
tion.

It is emphasized that P-invariants are of two main types: one
referring to the mutually exclusive machine(s) states and the
other referring to preservation of parts in the system.

A. Theoretical Calculation of Invariants

Initially, the calculated P-invariants are distinguished into
two types: the ones referring to machine mutually exclusive
states (d1) and the rest referring to parts preservation in the
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buffers (dz). Machine mutually exclusive states P-invariants
are as many as the modules used to build the overall model,
since each module has one such P-invariant as it has one
machine. Considering a production system HTPN model con-
sisting of m; multiproductive machines, ns multiassembly
modules, and n3 multidisassembly modules, d; is calculated as
d1 = n1 + no + n3. The form of this P-invariant arises from
the used submodel since it describes the mutually exclusive
machine states (machine setups for production of different
products, machine operational, and ready to produce or ma-
chine out of order). So d; P-invariants, as a whole, are obtained
from the individual submodels and their number is calculated
according to the number of modules used.

In addition, there are ds P-invariants from the second type
(parts preservation). In general, for an overall system, each of
the do P-invariants arises by appropriately connecting the re-
spective P-invariants of the individual modules so that they de-
scribe a route from an initial buffer to the final products buffer,
containing all of the in-process buffers where a part is found. In
the overall systems P-invariants in modules connection points,
the places representing first modules final buffer and second
modules initial buffer are substituted by a fused place repre-
senting their common buffer in the system.

Itis assumed that in a multiproductive system, a part type (ini-
tial or in process) cannot be used for the production of multiple
product types. This means that the whole content of a buffer
follows a unique route in a system. The only exception is mul-
tiassembly module, where different raw material combinations
are possible. dy calculation is derived independently of system
topology and structure. The use of a machine for multiple pro-
cesses does not affect token preservation since, at each time pe-
riod, a machine processes at the most one part type. Disassembly
and assembly processes are responsible for the generation of
multiple invariants. So ds is

Nng o1
dy = E : D1 — E :nA1,i1 tna,, * B

i=1 i1=1

+na,, B+ tna,, *Ei,,

02,1

El-,l = ["D;>1 — E : MAsia + NAy 1, * E2,1

ig,1=1

+ ..+ nA2.1.02 1 * E2702.1

02,0,

z : nA?J'Q.o]

12,0, =1

El,ol =

ND; 2,00 —

+ nA2,01,1 * E2,01 + 4+ nAQ,OQ_Ol 1% EQ,OQ,OI] .

As it is obvious from the above-calculated equations, the cal-
culation of ds takes into account the respective numbers of in-
variants of the submodels (1,;, 7 pi2, and mn 4;1).

For each of the n4 initial part types, processes (throughout
the system) are sequentially considered. The number of parts

produced by the first received disassembly (np; 1) are calcu-
lated first. For each part type, two sequential disassemblies de-
fine a level. The first disassembly defines a level’s starting point
and the second is the ending point being at the same time, the
next levels’ starting point. From 7 p; 1, the number of first-level
disassembly products participating in assemblies of the same
level are subtracted (3.7'_; n.a, ;,, Where o; is the number of
these level assemblies). When no assembly takes place in alevel,
multiproductive machine processes are considered (in the equa-
tion) as one-part assemblies. For every first-level assembly, the
product of the number of inputs to assembly parts (na; k) and
the respective factor /1 ;,,k = 1,..., 01 is added to the already
calculated quantity. F; j refers to the part of the equation that
has been described, adapted to second-level quantities (products
of second-level disassembly; second-level disassembly prod-
ucts participating in second-level assemblies + the product of
the number of input to second-level assembly parts (1 42 1) and
the respective factor Es ;. Eo ; is received in a similar way for
third-level quantities. This process is repeated for the number of
levels defined by the disassemblies of each products process se-
quence. Respective factors E3 1,H32,...,Ey 1, ., andE, ; are
calculated in a similar way, where 1 is the last disassembly of
the last level). If an initial part does not participate in any disas-
sembly, np; 1 is one. For the system of Fig. 7, dy = (2-2+
I1x14+1x1)+(2%2-0)+(1%x2—1+1%1)=38.

B. Theoretical Nodes Calculation

Considering the model of a multioperational production
system consisting of n; multiproductive machine modules,
ny multiassembly modules, 3 multidisassembly modules, 74
input places, and n; output places, its overall transitions number
is 3oty (6np, + 1)+ 3502, (6na,, +1) + 3502, (6np,, +1)
where np; refers to the number of processes performed by
the multiproductive machine, 4,m 4,1 refers to the raw ma-
terials used by multiassembly machine j, and npgro refers
to the number of product types produced by the multi-
disassembly machine k. From these, Y ;% (4np, + 1) +
Yoizi(dna;, + 1) 4+ 3702 (4np,, + 1) are discrete and
2> np + 23752 na, + 23542, np,, are continuous.
The overall places number is ;) (4np; +2) + 352 (na,, +
3na, +2)+ 372, (3np,, + np,, + 2). Considering place
fusion, this number is reduced by

1 ni no
3 2;713 +j2=; (na;, +na,,)

n3
+ Z (an + nDkQ) — N4 — n5]
k=1
as the final buffers of the preceding modules are fused with the
initial buffers of the modules that follow, except the overall net’s
external input and output buffers. Thus, the overall number of
the combined net’s places is

ny

no =
nA].l L)’ILAJ.2
2 (nr +2) % J,Zl [T ot 2}

=1

n3

SNp,, MDDy Na + N5
2Dy | DDis | o L D45
+ kZ:I [ St 2
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From these, 372, (npi+2)+ 3272 (na,, +2)+ 3L (npy, +
2) are discrete (since no fusion of discrete places occurs), and
the remaining

ni

= [na,,  3na,
Z(ani)—}—]z::l{ ‘;J +TA]

i=1

N i 3np,, n ND,, n ng + Ny
2 2 2

k=1

are continuous.

In the multiassembly module, multiple initial parts produce
one final product, but the number of nonvalid assembly types ¢;
must also be taken into account. So, from n 4;; initial buffers,
n 4,2 final ones arise. In a disassembly module, the number of
output buffers increases compared to the number of input buffers
and from n p;; initial buffers, np;> final ones arise. After this,
it is possible to compute n; with respect to n4 and the number
of modules’ input and output buffers are as follows:

na

ng
ns = ng + Z(nma —npi1) + Z(nAjZ —naj1)-
i=1 j=1
From the above calculations, it is obvious that the number of
net’s transitions is equal to the sum of transitions of the indi-
vidual modules. The respective places’ number is slightly re-
duced due to the fusion of places, but it is also calculated as a
function of the numbers of places of the used subsystems.

C. Synthesis Procedure

The synthesis procedure is presented through the modeling
of a simple multiproductive production system, shown in Fig. 5.
Generalizations are obvious.

The multioperational production system is composed of
two multiproductive machine modules, each performing two
processes (in different time intervals and not in parallel). Two
final products (type 1 and type 2 products) are manufactured
from two different initial parts, each receiving two operations,
one in each machine. Type 1 parts enter first machine 1 and
then machine 2, while type 2 parts follow the opposite route.
From Fig. 5, it is obvious that in the overall HTPN model, two
place fusions occur (in individual modules connection points).
Specifically, places pg and pyg are fused to form pg_o¢ while
places pg and pi5 form pg_15. In modules connection points,
the output buffer of each preceding module and the input
buffer of the succeeding module are fused to form a common
buffer holding in process parts. This results in the reduction
of the overall number of continuous places by two, while the
respective number of transitions is equal to the sum of module
transitions. The combined HTPN model input places are re-
duced by two (fused places are not external since they have
preceding places from which they receive in process parts).

Maximum capacities refer to the maximum number of tokens
that can be theoretically found in a place, although they may
never be found in a net’s operational phase. Maximum capac-
ities of fused places are defined with respect to the capacities
of the individual places from which they arise. For example, for

Fig. 5.

Generic multiproductive machine modules synthesis [27].

P6—20, 06—20 = min{067 020} or 06—20 = max{Cﬁ, Cz()}, or
Co—_20 = a*xCg+(1—a)*Cs,0 < a < 1). The fusion of places
according to the sequence in which parts receive processes is
done before assigning tokens (defining initial marking) in the
places. In any other case, the initial marking of the fused place
may be derived as the sum of tokens of the places from which
the fused one results (e.g., mo(pe—20) = mo(pes) + mo(p20)).

The properties of the individual modules are preserved in the
overall system after their connections. This holds for the ma-
jority of the possible topologies of production systems obtained
by connecting the fundamental modules. This can be detected
accordingly by observation and verified by simulation using
the appropriate analytical tools. For the system of Fig. 5, four
linear-independent P-invariants exist, which refer to mutually
exclusive machine states (d1) : m(p1) + m(p2) + m(ps) +
m(ps) = 1 and m(p11) + m(p12) + m(p1s) + m(p14) = 1.
The other two (d2) refer to the parts number preservation in the
HTPN m(ps) + m(p7) + m(po—15) + m(pi7) + m(p19) = n1,
where n1 is the initial sum of tokens in places ps, p7, Po—15, P17
and p1g and m(p16) +m(p1s) +m(ps—20) +m(ps) +m(pio) =
N9, where ns is the initial sum of parts in p1g, P18, P6—20, P8,
and p1p. It is obvious that these P-invariants of the overall model
arise by “adding” the respective invariants of the two modules
(m(ps) + m(p7) + m(po) = n1y and m(p1s) + m(p17) +
m(p19) = 12,1, m(pe) +m(ps)+m(p1o) = 11 2 and m(p1e)+
m(p1s) +m(p20) = na2,2) and by substituting places pg and p15
with the fused place pg_15 in the first and places pg and pyo with
the fused place ps_o¢ in the second.
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Fig. 6. Multioperational production system and its module decomposition.

D. Generalizations

A random topology system may be derived in terms of in-
dividual modules, adjusted to specific features. However, the
common basic synthesis rules that may be followed for any
multiproductive system are 1) module connections are formed
between module buffers. The output buffer of the preceding
module and the input buffer of the succeeding module are fused
to form a common buffer holding in process parts. 2) Node num-
bers are calculated from the corresponding modules and from
the number of system output buffers. The latter term is necessary
to compute the number of fused places in connection points. 3)
Fused place markings and capacities are calculated with respect
to the corresponding ones of the initial places participating in
fusion. 4) Invariants corresponding to part preservation are ob-
tained from the corresponding invariants of the individual mod-
ules by appropriate conjunction and replacement of the initial
places with the fused ones. 5) System invariants referring to
the mutually exclusive states of the machines are derived from
the individual module ones. 6) Each module is connected at the
most with 14 + n5 other modules and they have the same max-
imum number of fused places. 7) The module discrete parts do
not participate in any active way in the synthesis procedure.

V. CASE STUDY AND SIMULATION RESULTS

The production system of Fig. 6 composed of four machines
and 20 buffers (4 input, 5 output, and 11 internal buffers) is
used as a case study. Five types of final products, stored in
output buffers 16-20, are produced. Each machine allocates a
percentage of its operational time for each product. Initial parts
in buffers 2 and 3 follow the same route; two final products result
from each disassembly operation in machine M. Each machine
performs at the minimum two and at the maximum four types
of processes in different time intervals. In total, 12 types of pro-
cesses are performed in the system. Each initial part receives at
most four different processes to become a final product. Fig. 7
shows the corresponding overall system HTPN model.

The overall HTPN model consists of two multiproductive ma-
chines (M5 and M,), one multiassembly (M3), and one multi-
disassembly (M7). In a multiassembly machine module, four
types of raw materials are used. Two types of initial parts par-
ticipate in each assembly but none of them are common in two.
All other combinations of raw materials lead to nonvalid assem-
blies and the respective products are not considered.

Parts enter the system through the input buffers 1, 2, 3, and 4
represented by places pg, p24, P25, and psg, respectively. Final
products in output buffers 16-20 are represented by places

P14, P15, P17, P45, and pgs. All other buffers contain in-process
parts.

The overall system HTPN model consists of 54 places
(sum of modules places—fused places = 65 — 11 = 54)
and 82 transitions. Twelve P-invariants exist, four referring
to mutually exclusive machine states (d;) and eight refer-
ring to part preservation in sets of places (ds). Knowing that
ki, i=1,..., 8 refers to the sum of tokens in respective sets of
places given my, the invariants are

m(p1) + m(p2) + m(ps) + m(ps) + m(ps) = 1
m(p1s) + m(p1o) +m(p2o) + m(p21) =1
m(pso) + m(ps1) + m(ps2)

+ m(p33) + m(psa) + m(pss) = 1
m(pag) + m(pao) + m(pso)

+m(ps1) + m(ps2) + m(ps3) = 1
m(ps) + m(py) + m(pi3—36)

+ m(pao) + m(paz—aa) + m(p2e)

+ m(pag—37) + m(pa1) + m(pas) = k1
m(ps) + m(py) + m(p12—s4) + m(pss)

+ m(p23—e2) + m(p2e)

+ m(pag—37) + m(pa1) + m(pas) = k2
m(pa4) + m(paz) + m(pag_38)

+ m(paz) + m(pas—ss)

+ m(ps9) + m(pr-63) + m(p10) + m(p1a) = k3
m(paa) + m(pa7) + m(p2o—3s8)

+ m(paz) + m(pas—s5) + m(pso)

+ m(p7—e3) + m(pio) + m(p1s) = k4
m(pas) + m(pa7) + m(p20—38)

+ m(paz) + m(pas—ss)

+ m(pso) + m(p7-63) + m(p1o) + m(p1a) = ks
m(pas) + m(paz) + m(pao_3s)

+ m(paz) + m(pas—s5)

+ m(pso) + m(pr—e3) + m(pio) + m(p1s) = ke
m(psg) + m(paz) + m(par—se)

+ m(peo) + m(ps—6a)

+ m(p11) + m(pi7) = kr
m(p3g) + m(paz) + m(paz—s6)

+ m(peo) + m(ps—e4) + m(p11)

+ m(p16—57) + m(pe1) + m(pss) = ks.

For any finite marking mg, the HTPN model of the overall
system is not generally live, is k-bounded, not conservative, non-
persistent, not repetitive, and not consistent. These properties
arise from the fundamental modules that have been used to con-
struct the overall systems HTPN model.

As stated, multioperational production systems under study
are typically high-volume systems where machines perform a
variety of processes with short process times and times to move
processed parts from machines. The case considered describes
the production of 100 items of each of the five final product
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Fig. 7. Multioperational production system HTPN module.

types. This means that each machine considered processes from
200 (multiassembly) to 400 parts (both multiproductive ma-
chine modules) of different types in different time intervals.

In the net’s initial marking my, there are 100 parts in each
of the continuous places pg, p24, p2s, and psg that represent
the net’s initial buffers. Initially, all machines are considered
operational and ready to produce. This means that places
P1, P18, P30, and psg contain one token each in mq. The initial
marking of all other places is equal to zero. The net’s opera-
tional phase is completed when places representing the final
buffers pi14, p15, P17, P45, and pgs contain 100 tokens each. In
the final net state my, places p1, p1s, 3o, and p4g contain one
token each (machines are operational and ready to produce but
do not have raw materials and so remain idle) while all other
discrete and continuous places are empty.

The system’s performance is studied through simulation.
Simulations are performed using Visual Object Net software
[20]. Some of the possible goals of the simulation may be
the optimization of the system’s performance through mini-
mizing the machines idleness, maximizing total throughput,
minimizing total working time, optimizing buffer capacities, or
even finding and replacing noneffective systems components.
This can be accomplished by simulating the systems’ behavior
in alternative scenarios and selecting the best solution. For
systems operation, it is necessary to define additionally the
firing speeds of the net’s continuous and discrete transitions.
Firing speeds of all the continuous transitions are considered
constant. The delays associated with the discrete transitions

are also considered constant, with the only exception being the
transitions representing machine breakdowns and breakdown
repairs, which are considered to follow normal distributions
with given features, as breakdowns and repairs cannot be
considered to have always the same duration. In some cases, it
may be necessary to define priorities to resolve conflicts in an
efficient way. In addition, the maximum capacities of the net’s
buffers containing inprocess parts must be defined.

Firing speeds of continuous transitions representing parts
process speeds are {15147 t157 tlg, tzg, t30, 15507 t52, t53, 11/757
tze, 77,878} = {1.5,1.3,1.2,1,1.3,1.9,1.1,2,1.5,0.8, 1.5,
1.3,2} parts/time unit. Firing speeds of transitions repre-
senting the move of processed parts from machines are
{t17.t18, t19, 131, t32, t54, t55, 56, t57, L79, ts0, ta1, tea} = {2,
2,2.5,2.5,2.5,2,2,2.2 1.5,1.5,1.5,1.5} parts/time unit.

Discrete transitions that refer to machine repair follow
normal distributions (normally distributed random numbers
between zero and a maximum number z defined here [rnd(x)],
are generated describing the duration of breakdown repairs.
So, {t1,t22,t37,t62} = {rnd(5),rnd(6),rnd(5),rnd(7)}.
The respective stands for the transitions referring
to machine breakdown while producing each product
type. Each machine duration between breakdowns is
considered equal since the probability of a breakdown
while processing a part in a machine is the same for all
part types. These are {ts,ts,t7,t23, o4, t3s, t39, tao,
t41,t63,t64,t65,t66} = {I‘Ild(20)/ rnd(20),rnd(20),rnd(22),
rnd(22),rnd(20),rnd(20), rnd(20), rnd(20), rnd(18), rnd(18)

?
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rnd(18),rnd(18)}. All other discrete transitions are
immediate since their occurrence must be immediate when all
of the necessary preconditions (full-machine product buffers or
empty initial buffers) are satisfied.

The maximum capacity of the buffers containing in-process
parts (5-15) must be defined before beginning the sim-
ulations. It is considered that all of these buffers (rep-
resented by pr—3,Ps—64,P13-36, P28—37, P29—38; P4T—565
P22—44, P12—54, P46—55, P16—57, and paz_g2) may contain up
to ten parts during the net’s operation. The same number is
the weight of the couples of arcs connecting each machine’s
output buffers with transitions representing full final buffers
and leading to the change of performed processes (e.g., t11).

After the definition of these parameters, the simulation can
begin. It must be noted that the final marking of the PN is
common for all cases as the machines’ operational parameters
and features that have an impact in product cycle time (parts
process speeds, internal buffer maximum capacities, mean
breakdown durations, etc.) change and not the number of final
products.

With the given values of the parameters, the simulation is ter-
minated after 465.4 time units. Machine 1 completes parts pro-
cesses after 465.4 time units, machine 2 after 464, machine 3
after 462, and machine 4 after 462.7 time units. Type 1 prod-
ucts production is completed after 442.3 time units, type 2 and
3 items production after 465.4 time units, type 4 products pro-
duction after 310 time units, and type 5 products production
after 280 time units. From Table IV, it is obvious that all in-
ternal buffers reach their maximum capacities instantly or for
longer time periods. The time interval and duration for which
the maximum capacity of each buffer is reached can be used
for conclusions regarding systems operation and changes that
are necessary to improve systems performance. Also, interesting
conclusions may arise from studying machine idleness.

A modification is attempted by increasing the firing speed of
t75 from 0.8 to 1.5 parts/time unit. Change of a transition’s firing
speed represents changes in the operational speed of a machine.
This may result from the change of the machine tools or by sub-
stituting the machine with a more efficient one. Interpretation of
the changes is to make clear the interaction between subsystems
and that by changing a module’s features results in changes of
the overall net’s operation. Simulation is repeated with all other
parameters being the same and is completed in 419.9 time units;
a significant reduction of overall production time by about 11%.
In this simulation, machine 1 completes the parts processes after
418.9 time units, machine 2 after 419.8 time units, machine 3
after 380.5 time units, and machine 4 after 419.8 time units.
Type 1 items production is completed after 348.8 time units,
type 2 and 3 items production after 397.2 time units, type 4 items
production after 419.8 time units, and type 5 after 418.9 time
units. Once again, all of the net’s internal buffers reach their
maximum capacity for longer or shorter time intervals.

A next modification step is attempted by doubling the speed
of 99 from 1 to 2 parts/time unit. In this case, simulation is ter-
minated after 382.9 time units, meaning that there is an extra re-
duction of the simulation time by 8.6% compared to the previous
one. In this third simulation, machine 1 completes parts pro-
cesses after 382.8 time units, machine 2 after 381.7 time units,

TABLE IV
CALCULATION OF QUANTITATIVE FEATURES OF MULTIOPERATIONAL
PRODUCTION SYSTEM FOR THE DIFFERENT SIMULATIONS DESCRIBED

PARAMETER SIMULATION
Initial | Second | Third | Fourth
Duration
In time units | 4654 | 4198 [ 3829 | 3587
Mean production time (time units)
Type 1 products 4.423 3.488 3.618 3.587
Type 2 products | 4654 3972 3.828 3.352
Type 3 products 4.654 3.972 3.828 3.352
Type 4 products 3.1 4.198 3.797 2.737
Type 5 products 2.8 4.189 3.741 2.66
Maximum number of parts in buffer i,i =5 - 15

Buffer 5 (pi12.s4) 10 10 10 10
Buffer 6 (pi3-36) 10 10 10 10
Buffer 7 (p29-3s) 10 10 10 10
Buffer 8 (pa47.s6) 10 10 10 10
Buffer 9 (p23.62) 10 10 10 10
Buffer 10 (p22.44) 10 10 10 10
Buffer 11 (p4¢.ss) 10 10 10 10
Buffer 12 (ps.¢4) 10 10 10 10
Buffer 13 (p2s.37) 10 10 10 10
Buffer 14 (p7.63) 10 10 10 10
Buffer 15 (pi6.57) 10 10 10 10

% of the simulation time that buffer i is full, i =5 -15
Buffer 5 (pi2.54) 59.1 26.6 35.28 41.65
Buffer 6 (pi3.3s) 6.27 2275 22.51 33.43
Buffer 7 (p29-33) 34.33 50.69 41.68 52.05
Buffer 8 (p47.56) 44.97 51.11 35.75 15.86
Buffer 9 (p23-62) 3.1 12.34 9.01 22.14
Buffer 10 (p22.44) 45.94 13.84 16.95 21.27
Buffer 11 (pas.ss) 4388 | 40.64 5.51 19.24
Buffer 12 (ps_“) 4.34 15.97 0.08 6.97
Buffer 13 (p2s-37) 1.12 3.76 15.8 20.23
Buffer 14 (p7.63) 0.13 9.72 2.27 1
Buffer 15 (p16-57) 15.94 25.87 11.12 13.02

machine 3 after 380.7 time units, and machine 4 after 361.7 time
units. Type 1 items production is completed after 361.8 time
units, type 2 and 3 items production after 382.8 time units, type
4 products production after 379.7 time units, and type 5 prod-
ucts production after 374.1 time units.

Another modification step concerns changing the time be-
tween machine breakdown appearances of machine Ms. In this
case, the breakdown appearances of machine 2 are again nor-
mally distributed between 0 and 30. That is, the time between
firings of the respective transitions are {tg3,te4,tes,tes} =
{rnd(30), rnd(30),rnd(30), andrnd(30)}. The changes per-
formed ensure that the appearance of breakdowns is rarer
than before (this can be achieved by regular maintenance of
the equipment when, for example, it is idle to avoid possible
breakdowns). In this case, simulation is completed in 358.7
time units, meaning that there is an additional reduction of pro-
duction time of almost 6.32%. It must be noted that the overall
reduction of production time with all of the described changes
is almost 23%. In this simulation, machine 1 completes all of
the parts processes that perform after 335.2 time units, machine
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2 after 332.7 time units, machine 3 after 354.6 time units, and
machine 4 after 358.6 time units. Type 1 products production is
completed after 358.7 time units, type 2 and 3 items production
after 335.2 time units, type 4 products production after 273.7
time units, and type 5 products production after 266 time units.

Simulations may be continued until the optimization of a
given objective function (minimization of overall simulation
time, minimization of machine idleness, maximization of
throughput, etc.). The impact of other factors in the overall
simulation time may be also studied, such as assigning different
priorities in the operations performed in a machine, control
strategies followed, and change of transport times. An overview
of the calculated quantitative parameters and features for the
described simulations of multioperational production system
is presented in Table IV. From this, it is obvious that the mean

200

250 300 350 400

production times of the five types of products change according
to the changes performed in the net’s features. In some cases
(e.g., type 5 product), changes that result in reduction of the
overall simulation duration may result in an increase of a
product’s mean production time, since the sequences in which
processes are performed are different because of the changes
in the net’s operations. Also, it is interesting to note that in
all cases, all internal buffers reach their maximum capacities
(ten parts) instantly or for periods that may overcome even
50% of the net’s overall operation time. The calculation of the
percentage of the simulation time that each buffer is full is
critical for possible modifications of the buffers capacities that
may result in further improvement of the net’s performance.

In Figs. 811, buffer 5 levels during the performed simula-
tions are presented. The respective diagrams may be produced
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for all other in-process parts buffers but are omitted here due to
space limitations. Because of the continuous transitions firing
speed and buffer levels that are considered real numbers, in cer-
tain simulation time, instants buffer 5 is shown to contain a non-
integer number of parts. This is not possible in real systems,
but is a common drawback of discrete event dynamic systems
(DEDS) fluid approximations. However, it does not significantly
influence the results since the evaluation parameters can be cal-
culated with accuracy (only in some cases it is necessary to take
the closest integer number).

VI. DISCUSSION

The methodology proposed in this paper is suggested for the
modeling and study of random topology and complexity pro-
duction systems. This means that even for small markings, the
number of reachable states is high (explodes) and the OPN anal-
ysis tools such as reachability graphs are hard to derive and
do not have practical value. This combined with the fact that
the overall systems markings in the considered example are not
typical for real applications and much larger markings may be
met in practice, strengthen the necessity to use HPNs for mod-
eling and analysis purposes. The already presented advantages
of HPNs make them the best selection.

Calculations of systems P-invariants and nodes numbers are
not trivial, since we are not familiar with any papers, in which
nodes and P-invariants complexities of HPN models built from
basic subsystems are calculated just by knowing how many
modules are used and what the operational features of each
module are. No reduction is used for a modules connection,
since reduction techniques result in loss of detail. Even the
implemented fundamental subsystems are complicated since
they refer to nondedicated production systems that produce
different items at different time intervals. The used subsystems
are as general as possible (in a number of papers, the simplest
possible models are considered) and no restrictions are made
in their structural features (e.g., how many different types of
processes may be implemented by a machine).

The calculated nodes and P-invariants are necessary for the
complexity analysis of the HTPN models of systems composed
of the fundamental subsystems. P-invariants express a notion
of token conservation in sets of places (e.g., buffers) for all
reachable markings without enumeration of the reachability set
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R(my) and independently of any dynamic process. In order to
calculate the P-invariants, we must know the number and type
of places that compose the discrete (P-invariants describe mutu-
ally exclusive machine states) and the continuous (P-invariants
describe preservation of parts) part of the net.

These calculations are also necessary for future research
topics. One such step concerns the implementation of algo-
rithms for the automatic construction of the HTPN models
of random topology and structure. These algorithms will also
calculate the numbers as well as the form of the overall systems
P-invariants by knowing its topology, number of machines
used, process sequences, and the structural features of each
machine. The theoretical calculation of the nodes number in
this case will be used for naming the overall systems nodes and
for checking the correct functioning of the algorithms. Another
possible future research topic concerns the extension of the
proposed method in order to create a well-defined framework
for modeling and studying different types of manufacturing
flexibility (operation, routing, etc.).

Calculated P-invariants are also appropriate for the modular
supervisory control of the overall system, which will be used
to optimize its behavior and performance according to a given
objective and ensure its deadlock freeness and liveness as long
as tokens exist in the net’s discrete part. This is a common ap-
proach since a number of authors have used place invariants to
compute a feedback [49] or supervisory [50] controller.

A drawback of the proposed method is the inherent com-
plexity of the HTPN models (e.g., Fig. 7). However, we decided
not to use any reduction techniques to simplify the HTPN mod-
eling since this would have resulted in a loss of significant detail.
An alternative which would have simplified the representation is
the use of colored Petri nets that under certain conditions result
in a more compact model (however, in this case, the operation
of continuous model elements has to be considered discrete).
Some implementation problems arise from the Visual Object
Net simulation package, since its capabilities are limited and
its speed decreases significantly as net complexity increases. In
a next phase, it will be necessary to develop a simulation tool
with improved features (e.g., variety of distributions followed,
included analysis tools, data exchange with other programs, a
more friendly user interface, and an automatic calculation of
performance measures).
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The suggested approach is considerably different from other
approaches where HPNs and their variations have been used
to model manufacturing systems, the most important of which
have been already presented. The differences are demonstrated
by direct comparison with the relevant literature in the sequel.

The goals of the work reported in [40] differ significantly
from the ones in this manuscript since FOHPNs are used
there only to model the system under study, while the control
and scheduling of the system’s operation is done using LPP
methods. Also, the models are nondetailed compared to the
ones introduced here and no properties, P-invariants, and nodes
complexities are calculated. The main differences described
for [40] also stand for [43]. In addition, no analytical modular
approach is considered and the subsystems modules are built in
a completely different logic since discrete nodes represent only
breakdowns. The main differences of the method of [38] from
the one proposed here are no properties, nodes complexity, and
P-invariants are calculated; no modules connection procedure
is suggested; the manufacturing systems under study are of a
specific type; and no alternative simulations are performed to
check how a model’s performance changes according to the
implemented changes. Also, a small number of performance
measures are calculated and the modules are not the general but
the simplest possible cases. The method of [21] uses HPNs only
as a modeling tool, as its main goal is to introduce an algorithm
for constructing the system automaton based on the respective
HPN used for the computation of specific performance mea-
sures. No properties, nodes complexity, and P-invariants are
calculated; no modules connection procedure is suggested, and
the proposed approach is not modular. The presented example
concerns a dedicated and non multioperational system. In
[36], no analysis, properties, and nodes complexity calculation
is performed, while a different approach for manufacturing
systems is followed. Even the main features of the used PNs
classes are significantly different.

In [32], the authors claim that a lot of things have to be done
to extend this method for transient analysis of more compli-
cated systems and that they have to do a properties analysis as
well. Also, P-invariants and nodes complexities are not calcu-
lated and the representation of the manufacturing systems is the
simplest possible with major assumptions concerning the net’s
features. Transient analysis is used similarly to simulation. In
[47], no properties and invariants calculation is done or simula-
tions are performed since the only goal of this paper is to study
the different possible feedback control designs. The manufac-
turing systems representation is the simplest possible since ma-
chines are represented by transitions and buffers by places, and
no breakdowns or other facts take place in the system. In [48],
the author claims that his main contribution is to work out the
firing frequencies of the transitions by reversing the evolution
equations of the model when the marking is known. The differ-
ences between this paper and our method are the same as those
presented above for [47].

VII. CONCLUSION

HTPNs have been used for modeling, analysis, synthesis,
and performance evaluation of random topology multiopera-

tional production systems. Three fundamental multioperational
production modules are considered, their HTPN models are
obtained, and their P-invariants and properties are calculated.
Calculation of the overall HTPN model nodes and derivation
of the HTPN model invariants are done theoretically without
considering a specific topology system. Overall system nodes
numbers, properties, and P-invariants are obtained with re-
spect to the respective quantities of the individual modules,
according to the modules used, and the topology and structure
of the overall system. The proposed methodology is complete
and general covering the aspects of system decomposition/com-
position, constraint satisfaction, complexity, and performance
evaluation with minimum initial assumptions regardless of
considered system topology. The proposed methodology may
be used for the analysis of multioperational production systems
behavior and optimization of systems performance measures
under specific conditions.
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